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Abstract Characterizing the azimuthal mode number, m, of ultralow‐frequency (ULF) waves is
necessary for calculating radial diffusion of radiation belt electrons. A cross‐spectral technique is applied
to the compressional Pc5 ULF waves observed by multiple pairs of GOES satellites to estimate the azimuthal
mode structure during the 28‐31 May 2010 storm. We find that allowing for both positive and negative m is
important to achieve a more realistic distribution of mode numbers and to resolve wave propagation
direction. During the storm commencement when the solar wind dynamic pressure is high, ULF wave
power is found to dominate at low‐mode numbers. An interesting change of sign in m occurred around
noon, which is consistent with the driving of ULF waves by solar wind buffeting around noon, creating
antisunward wave propagation. The low‐mode ULF waves are also found to have a less global coverage in
magnetic local time than previously assumed. In contrast, during the storm main phase and early recovery
phase when the solar wind dynamic pressure is low and the auroral electrojet index is high, wave power
is shown to be distributed over all modes from low to high. The high‐mode waves are found to cover a wider
range of magnetic local time than what was previously assumed. Furthermore, to reduce the 2nπ ambiguity
in resolving m, a cross‐pair analysis is performed on satellite field measurements for the first time, which
is demonstrated to be effective in generating more reliable mode structure of ULF waves during high auroral
electrojet periods.

1. Introduction

Radial diffusion plays an important role in the transport, acceleration, and loss of energetic electrons in the
Earth's radiation belts (Fälthammar, 1965; Kellogg, 1959; Schulz & Lanzerotti, 1974). Therefore,
understanding and physically quantifying the radial diffusion process are critical in modeling the complex
dynamics of radiation belt electrons. The third adiabatic invariant of electrons, which is inversely
proportional to the Roederer L (Roederer, 1970), is violated in radial diffusion. The effects of radial diffusion
can be quantified by the coefficient DLL, defined as DLL = (ΔL)2⟩/2τ, which represents the mean‐square‐
displacement of L value for a large number of particles over a time scale τ much longer than the particles'
drift period. Enhanced radial diffusion is a result of the drift‐resonant interactions between radiation belt
electrons and large‐scale fluctuations of the magnetosphere's magnetic and electric fields with frequencies
comparable to the electrons' drift frequencies (Schulz & Lanzerotti, 1974). Since the drift frequencies of
MeV electrons in the outer radiation belt are on the order of MHz, ultralow‐frequency (ULF) waves in the
Pc5 range (2–7 MHz; Kivelson & Russel, 1995) are most effective in driving radial diffusion. Specifically,
the drift resonance condition follows ω = mΩD, where ω is the wave frequency, ΩD is the electron drift
frequency, and m is the azimuthal mode number (or wave number) of ULF waves, which represents (for
simple harmonic behavior) the number of wavelengths in the azimuthal direction around the Earth.
Characterizing and estimating the azimuthal mode structure of ULF waves are required for calculating
the DLL of radiation belt electrons.

Despite its crucial importance, physical quantification of the azimuthal mode number of ULF waves is
difficult and has been a missing part in the calculation of the radial diffusion coefficients (e.g., Tu et al.,
2012; Sarris, 2014; Sarris & Li, 2017). In principle, to determine the mode structure of a simple harmonic
wave at a given frequency up to mode number mmax, we need at least 2mmax equally spaced azimuthal
coherent field measurements. This is hard to achieve from in situ measurements in space due to
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insufficient satellite coverage. Arrays of longitudinally separated ground magnetometers offer much better
coverage and have also been used for mode number estimation (Chisham &Mann, 1999). However, for high
m values, significant amplitude attenuation is expected for ULF waves propagating down to the ground due
to the ionospheric screening effect (James et al., 2013; Nishida, 1978), which imposes an extra limitation in
resolving physical m values of ULF waves from ground measurements. Due to the difficulties in resolving
the actual mode structure of ULF waves, simplified assumptions have been made in previous estimations
of the radial diffusion coefficients. For example, in Brautigam et al. (2005), Fei et al. (2006), and Ali et al.
(2015) and many previous analyses of DLL, the power of ULF waves was assumed to originate from only
m = 1. Perry et al. (2005) simulated the effect of ULF waves on the guiding centers of particles through a
3‐D model by assuming the waves possessing onlym = 2. These simplified assumptions of ULF wave mode
structure can lead to significant uncertainties in theDLL estimation (e.g., Li et al., 2017; Sarris et al., 2006; Tu
et al., 2012). For example, Tu et al. (2012) calculated the DLL of MeV electrons based on ULF waves from
global magnetohydrodynamic (MHD) simulation and found that assuming all the power comes from
m = 1 generally underestimates the total DLL, sometimes by more than an order of magnitude due to the
non‐power‐law spectral shape of the electric field. Therefore, a better quantification of the ULF mode struc-
ture is critical.

There are three main approaches to estimating the mode number of ULF waves: (1) performing the cross‐
phase analysis on pairs of real‐time ULF wave measurements (e.g., Le et al., 2017; Loto'aniu et al., 2006;
Murphy et al., 2018Olson & Rostoker, 1978; Sarris & Li, 2017; Sarris et al., 2009; Takahashi et al., 2013,
2018), (2) analyzing particle flux observations of particles that are in resonance with the concurrent ULF
waves and estimating the mode number based on the drift resonance or drift‐bounce resonance condition
(e.g., Mann et al., 1998; Takahashi et al., 1990; Zong et al., 2007), and (3) directly calculating the mode spec-
trum using the global ULF fields fromMHD simulations of the magnetosphere (e.g., Fei et al., 2006; Li et al.,
2017; Tu et al., 2012). The fundamental difference between the first and the third approaches is that the third
approach directly performs Fourier transforms on the discrete signals located at different azimuthal angles
covering the full globe (2π), which obeys the Nyquist sampling theorem, while the first approach is applied
to a pair of time signals that are azimuthally separated and observing the same ULF wave, which does not
obey the Nyquist theorem. In other words, if the azimuthal separation between the pair of field measure-
ments is Δλ in degrees, them resolved using the first approach is determined by the ratio between the phase
difference between the two signals and Δλ which will be discussed in detail in section 3, while in the third
approach the resolved m cannot go over the Nyquist limit, which is half of 360°/Δλ. Zong et al. (2017) pro-
vided a comprehensive review on recent works in calculating the m values using the first two data‐driven
approaches. Shi et al. (2018) also provided a table of comparisons among some of the recent poloidal ULF
wave case studies. Sarris and Li (2017) performed cross‐spectral and cross‐phase calculations to three azi-
muthally aligned GOES magnetometer data to obtain the mode structure of ULF waves during two storm
periods. They found that lower geomagnetic activity (weaker Dst) generally favors the distribution of power
in primarily lowm numbers, whereas intense geomagnetic activity favors a more even distribution of power
across all resolvedm numbers. In studying the ULFmodulation of energetic particles observed by CLUSTER
satellite, Zong et al. (2007) estimatedm ≤ 10 for toroidal ULF waves based on the drift resonance condition.
Tu et al. (2012) calculated the full mode structure of ULF waves by performing FFT analysis on the global
MHD fields generated by the Lyon‐Fedder‐Mobarry MHD code. They found that the power of the compres-
sional ULF waves inm= 1mode is related primarily to solar wind dynamic pressure variations, while power
in m > 1 is related primarily to the nightside substorm activity.

Even though significant progress has been made in quantifying the mode number of ULF waves, when
applying the mode number results to calculations of radial diffusion coefficients, two aspects of the mode
structure are usually oversimplified. First, some of themethods mentioned above using the cross‐phase tech-
niques (e.g., Sarris & Li, 2017) or global MHD simulations (e.g., Tu et al., 2012) assumed only positive m
values for the ULFwaves, whereas in reality the mode number can be either positive or negative correspond-
ing to the waves propagating in either eastward or westward direction (e.g., Chisham&Mann, 1999; Murphy
et al., 2018; Yeoman et al., 2010). This assumption will lead to uncertainty in DLL quantification since only
positive‐mode ULF waves would resonate with radiation belt electrons, which drift eastward. Therefore,
when assuming m > 0, the resulting DLL could overestimate the real DLL and should only be considered
as an upper limit. Second, in many of the previous calculations of DLL, the resolved mode structure of
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ULF waves was usually assumed to be global around the Earth, which may not always be an accurate
assumption. For example, through ionospheric radar observations, Fenrich et al. (1995) found that m > 17
ULF waves are concentrated in the midnight and local afternoon, whilem < 17 waves are concentrated near
the flank regions. Similarly, Sarris and Li (2017) found that the mode number values of Pc5 ULF waves are
generally higher at the nightside than the dayside. Therefore, assuming a uniform mode structure around
the Earth in radial diffusion calculations, rather than using a realistic local time distribution of the mode
number, can lead to significant uncertainty in DLL estimation where the local time dependent mode struc-
ture needs to be properly drift averaged. In summary, a reliable estimate of the diffusion coefficients requires
including both the positive and negative mode numbers of ULF waves, as well as specifying the local time
coverage of the specific mode structure, the calculation of which is the subject of the work presented herein.

In this paper we quantify the azimuthal mode structure of the compressional Pc5 ULF waves observed by
multiple pairs of GOES satellites during the 28‐31May 2010 geomagnetic storm. Even though compressional
(Bz), poloidal (Eφ), and toroidal (Er) mode ULF waves can all lead to radial diffusion of energetic particles in
realistic geomagnetic field (e.g., Elkington et al., 1999, 2003; Fälthammar, 1965; Mann et al., 2013), here we
only focus on the compressional mode since GOES only measures magnetic field but not electric field. We
apply the cross‐spectral technique used in Sarris (2014) and Sarris and Li (2017), but using up to five
GOES satellites available during the event to better address the limitations in the previous mode number cal-
culations mentioned above. The five GOES satellites cover a wide range of local times at the same time,
which provides an excellent opportunity to more reliably estimate temporal and spatial variations of mode
numbers, as well as to resolve the local time extent of the mode structure. Both positive and negative mode
numbers are included in our calculation, and the availability of multiple overlapping pairs of satellites
enables a comparative analysis to reduce the 2nπ ambiguity in the phase difference and mode number cal-
culation, which is performed here for the first time for ULF wave measurements in space. The paper is orga-
nized as follows: Section 2 introduces the 28‐31 May 2010 storm with its corresponding solar wind and
geomagnetic conditions, the cross‐wavelet transform (XWT) method is described in section 3, the results
from our analysis of the 28‐31 May 2010 storm regarding the mode structure are discussed in section 4, vali-
dation work to reduce the 2nπ ambiguity in the mode estimation is discussed in section 5, and discussions
and conclusions are included in section 6.

2. 28‐31 May 2010 Storm Event

For the period of 28‐31 May 2010, we analyze the compressional Pc5 ULF magnetic pulsations using in situ
GOES magnetometer measurements. The geomagnetic indices and solar wind parameters are shown in
Figure 1. A small interplanetary shock arrived at the Earth at ~03UT on 28 May; subsequently, a long storm
commencement was observed, from ~03 to ~21UT on 28 May. The solar wind dynamic pressure (Pdyn)
remained high following the shock and interplanetary magnetic field (IMF) Bz turned southward and then
northward twice during the storm commencement period. During the main phase of the storm, from ~21UT
on 28 May to ~12UT on 29 May, the IMF Bz turned southward and stayed southward over the entire storm
main phase. The auroral electrojet (AE) index increased during the main phase and reached its maximum
value at the end of the main phase. The storm then continued with a long recovery phase. During the early
recovery phase (~12‐19UT on 29 May), AE remained high but started to drop and the southward IMF Bz
started to decrease as well. Then in the late recovery phase, the AE index exhibited strong fluctuations with
elevated activity during many intervals. The IMF Bz also fluctuated between southward and northward dur-
ing the late recovery phase with the solar wind flow speed increasing gradually. In fact, the late recovery
phase continued for a couple of days after 31 May until another storm occurred (not shown in Figure 1).

The 28‐31 May 2010 storm event is chosen in this mode number estimation study for three reasons. First, we
have exceptional GOES data coverage during this interval, as the magnetometer data from five GOES satel-
lites are available, which is ideal for mode number calculations. Figure 2a depicts the locations of the five
GOES satellites (GOES 11, 12, 13, 14, and 15) in the geocentric solar equatorial coordinate system at 11UT
of 28 May. The averaged west longitudes of these satellites during 28 May are listed in Figure 2b, and the
azimuthal spacings between the satellites are relatively fixed during the entire storm interval. Based on
Figure 2, we see the azimuthal separation of every two adjacent GOES satellites is ~15°, except for GOES
11 and GOES 14, which are separated by ~31°. In the next section we will see that a close azimuthal
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separation of ~15° can resolve azimuthal mode numbers ranging from ‐12 to 12. In addition, the five
satellites span a wide range of magnetic local times (MLTs) at each UT, which is useful to specify the
local time extent of the mode structure. The second reason this event is selected is its distinct periods with
either dominant solar wind dynamic pressure or AE activity. Based on Figure 1, we see that during the

Figure 2. (a) Schematic of the locations of five GOES satellites in geocentric solar equatorial coordinate at 11UT of 28May
2010, with Δλ denoting the azimuthal separation between GOES 13 and 12. The magnetic field perturbations on top of
ambient magnetic field <B

!
> are decomposed into three components: B∥ compressional, Bν poloidal, and Bϕ toroidal. (b)

Averaged west longitude (λ) of the five GOES satellites during 28 May 2010.

Figure 1. (a–f) The geomagnetic indices and solar wind parameters during the 27‐31May 2010 storm based on the OMNI data set, including IMF Bz, total bulk solar
wind flow speed VSW, solar wind dynamic pressure Pdyn, AE index, and SYM‐H index. The flux of >0.6‐MeV electrons measured by the GOES 13 satellite is shown
in panel (e).
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storm commencement, the solar wind dynamic pressure increased to a high level, while the AE index stayed
low, except for two small enhancements. In contrast, during the stormmain phase and early recovery phase,
the solar wind dynamic pressure dropped to a very low level, while the AE index became very active (up to
around 1,800 nT). Previous studies have shown that AE and solar wind Pdyn are correlated with different
ULF mode structures (e.g., Tu et al., 2012). For instance, by analyzing the mode structure of compressional
Bz field from the LFMMHD simulation of a CIR storm inMarch 2008, Tu et al. (2012) showed that the power
of Bz at m = 1 is generally correlated with the solar wind Pdyn, while the m > 1 power is mostly enhanced
when the AE index is high. The distinct periods of high Pdyn vs. high AE during our selected event provide
a unique opportunity to examine how different patterns of AE and solar wind dynamic pressure affect the
mode structure of ULF waves. Lastly, the event is chosen due to the concurrent enhancement of MeV elec-
tron flux. Figure 1e plots the flux of >0.6‐MeV electrons measured by GOES 13, which shows a fast drop dur-
ing the early main phase followed by a significant increase near the end of the main phase. To study the role
of radial diffusion to the observed enhancement of MeV electrons, accurate estimation of the ULF wave
mode number is required which further motivates this work.

3. The XWT Method

To estimate the azimuthal mode structure of ULFwaves, here we apply the XWTmethod developed in Sarris
et al. (2013) and Sarris (2014). Wavelet analysis is a technique that is increasingly used due to its profound
advantages over the conventional methods (such as Fourier analysis); for example, it can better resolve
the spectral analysis for nonstationary signals and in low‐frequency regimes, and XWT provides a precise
correlation between two signals while analyzing their phase‐shifted, equi‐wavelength values (Eriksson,
1998; Rioul & Vetterli, 1991). The Morlet wavelet transform is used in our spectral analysis (Eriksson,
1998; Grinsted et al., 2004; Torrence & Compo, 1998), and more details about the XWT technique can be
found in Sarris et al. (2013) and Sarris (2014). Here we briefly discuss how to use the XWT method to esti-
mate the ULF wave mode number. If we have two magnetic field wave signals measured by two GOES satel-
lites that are azimuthally separated by Δλ (e.g., between GOES 12 and 13 in Figure 2), performing XWT on
the pair of signals provides X‐Phase values, which are the phase differences between the two signals, and X‐
PSD values, which are the cross power spectral density (PSD) values. The results include one set of (X‐Phase,
X‐PSD) values for each time and frequency. Then the azimuthal wavenumber (mode number) can be
calculated as

m ¼ X−Phase=Δλ (1)

One major assumption of using the XWT method to resolve the mode number is the good correlation
between the two signals. Therefore, to ensure that themode number results are reliable, for the selected time
interval of the analysis, we only include the XWT results with X‐PSD values higher than the minimum value
by at least x% multiplied by (maximum−minimum; Sarris et al., 2013). This method works to select the cor-
related and high‐amplitude signals from both satellites and to exclude the low‐amplitude signals from both
satellites that are below a certain low signal level. Although the less correlated signals with one at high
amplitude and the other at low amplitude could still be included in the results, fortunately, this is not the
case for our event for which the coherence between the two signals is very high (see detailed results in
section 4). Additionally, this method must be applied carefully if the X‐PSD from both satellites is at a low
level, which is not the case for our event as the storm time ULF wave power is generally high. The high
coherence grants the use of a certain X‐PSD percentage threshold to select the relatively high amplitude
and correlated signals. The value of x = 0.1 was selected here based on visual inspection and testing of the
correlations between the two observed signals. It is lower than the percentage value used in previous works
(e.g., Sarris, 2014; Sarris et al., 2013) due to the higher correlation between the two observed signals in our
event. We have also tested the results with different values of x, and there are no significant changes in
our conclusions. Since the XWT method only resolves the trigonometric values of the phase difference
between the two signals, the resulting X‐Phase has a so‐called 2nπ ambiguity, which leads to uncertainty
in the mode number estimation. First, the 2nπ ambiguity can affect the sign of the mode number. The X‐
Phase from the XWT analysis can be either constrained to be positive only, that is, in the range of [0°,
360°] or to include both positive and negative values, that is, in the range of [‐180°, 180°]. Many previous
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applications of the XWT and cross‐spectrogram Fourier analyses (e.g., Li et al., 2016; Sarris, 2014; Sarris & Li,
2017; Sarris et al., 2013) assumed only positive X‐Phase (or mode number), which corresponds to eastward
propagating ULF waves that can drift‐resonate with radiation belt electrons. However, waves can propagate
in both directions so here we also include negative mode numbers (i.e., X‐Phase in the range of [‐180°, 180°]
in section 4) to incorporate both eastward and westward propagating waves. This is similar to the studies in
Chisham andMann (1999) andMurphy et al. (2018) using ground‐based and in‐situ magnetometer data and
the Super Dual Auroral Radar Network studies in Yeoman et al. (2010). Second, the 2nπ ambiguity suggests
that the X‐Phase cannot be uniquely determined since we do not know how many full wave periods are in
between the two measurements. However, this ambiguity can be largely reduced by validating the mode
number results between two pairs of signals that overlap azimuthally, which will be carried out in
section 5.

4. The Mode Number Estimation Results

The XWT technique is applied tomultiple pairs of GOESmagnetometer data to estimate the azimuthal mode
structure of the compressional‐mode ULF waves during the 28‐31 May 2010 storm. Magnetic field measure-
ments with 1‐min cadence from the four closely spaced GOES magnetometers are used in the analysis,
which are GOES 14, 15, 13, and 12, located as shown in Figure 2. The azimuthal separation between every
two neighboring satellites is about 15°, which means that we can resolve the mode number in range of [‐12,
12] considering X‐Phase range of [‐180°, 180°] from the XWT analysis and equation (1) for mode estimation.
To obtain the compressional component of the ULF waves, we first project the magnetic field measurements
to a mean field‐aligned coordinate system as in Sarris et al. (2013; which is based on the averaged field over a
30‐min time window as the ambient field). Then, after subtracting the 30‐min window‐averaged baseline
fields, the remaining fluctuating magnetic fields are decomposed into compressional, poloidal, and toroidal
components, denoted as B∥, Bν, and Bϕ, respectively, in Figure 2a.

The B∥ components of the magnetic field pulsations measured by GOES 12 and 13 during the first 2 days of
May 2010 storm are plotted in Figures 3a and 3b, respectively. Their corresponding PSDs, calculated using
the wavelet transform, are shown in Figures 3c and 3d. The similarity between the two PSDs suggests

Figure 3. (a and b) Time series of the measured compressional magnetic field pulsations by GOES13 (G13) and GOES12 (G12) over 28‐29 May 2010. (c and d) The
calculated Power Spectral densities (PSD) vs. frequency and time for the pair of satellites. (e and f) Calculated cross power spectral density (X‐PSD) and cross phase
difference (X‐Phase) between the two signals using cross‐wavelet transform analysis. A threshold of 0.1% of minimum‐to‐maximum power above the minimum has
been applied to X‐PSD to exclude the low X‐PSD values.
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strong correlation between the two signals, which support the use of the XWTmethod. After performing the
XWT analysis on the GOES 13 and 12 pair of signals, Figure 3e illustrates the X‐PSD vs. frequency and time
and Figure 3f illustrates the estimated X‐Phase between the two signals in the range [‐180°, 180°]. As
described above, a threshold of x = 0.1 corresponding to 0.1% of the minimum‐to‐maximum difference
above the minimum power has been applied on the X‐PSD to exclude the frequency‐time regimes with
low common power (low coherence) between the two signals, which are the blank regions in Figures 3e
and 3f. The results show stronger power of Pc5 ULF waves covering a wider range of frequencies during
29 May (which includes the storm main phase and recovery phase) than 28 May (which includes the
storm commencement). In addition, the X‐Phase values and distributions are very different between the
two days, which suggests distinct features in the ULF wave mode structure.

To estimate the mode numbers, equation (1) is used to compare the X‐Phase in Figure 3f with the azimuthal
separation Δλ between GOES 13 and GOES 12 (which is ~15° from Figure 2). The nearest integer is used in
them estimation, which means in general the positive mode number of + ∣m∣corresponds to X‐Phase in the

range of 2m−1
2 Δλ; 2mþ1

2 Δλ
� �

, and the negative mode − ∣ m∣ corresponds to X‐Phase in the range of

− 2mþ1
2 Δλ;− 2m−1

2 Δλ
� �

. Note herewe assume that the uncertainty inm estimation is <0.5, which is consistent

with previous works (e.g., Sarris, 2014; Sarris et al., 2013). However, accurately quantifying the uncertainty in
m using equation (1) requires estimation of the uncertainty in X‐phase from the XWT analysis and the uncer-
tainty in Δλ (which is almost negligible in our case), which will be pursued in a future effort. Based on this
method, the m number at each time and frequency is estimated using the X‐Phase in Figure 3f with
Figure 3e showing the corresponding X‐PSD at each mode. Then to achieve the total wave power at different
mode numbers, we sum the X‐PSD values corresponding to the samemode number for each time and plot the
integrated‐over‐frequency wave power versus time and mode number in Figure 4. In this analysis, we define
the X‐Phase to be in the range of [‐180°, 180°]; thus, the resolved m range is [‐12,12] as shown in Figure 4a
with the power distribution for the negative modes plotted on the top and the distribution for the positive
modes plotted underneath. We see that during the first day, 28 May, the wave power is mostly dominant at
low‐mode numbers (both negative and positive), while for the second day, 29May, the power is almost evenly
distributed across all different modes from low to high. In contrast, if we only allow positive mode numbers,
similar to previous studies in DLL calculations, the X‐Phase will be defined in the range of [0°, 360°] and the
resolvedm range is [0,24] with results shown in Figure 4b.We notice that the wave power in the low negative

Figure 4. Integrated wave power versus time andmode number based on the cross‐wavelet transform analysis of the GOES 13 and 12 pair, by assuming that (a) the
mode number can be both positive and negative or (b) the mode number can only be positive.

10.1029/2019JA026927Journal of Geophysical Research: Space Physics

BARANI ET AL. 5015



modes in Figure 4a is basically mirrored to the power in high positive modes in Figure 4 due to the different
assumptions of the X‐Phase range (adding 2π to X‐Phase or adding 24 to m based on the 15° azimuthal
separation between satellites, thus m = − 1 flipping to m = 23, m = − 2 flipping to m = 22, etc.). There
are two subtle exceptions due to the edging effect: m = 0 corresponds to X‐Phase in the range of
(−0.5Δλ, 0.5Δλ) for the “positive and negative” case in Figure 4a. Converting to the “all positive” case in
Figure 4b, the m = 0 X‐Phase would be in the range of (23.5Δλ, 24Δλ) for the negative half after adding 2π
but stay unchanged in the range of (0°, 0.5Δλ) for the positive half. The former now corresponds to m = 24
in the all positive case and the latter corresponds to m = 0. Therefore, the m = 0 X‐PSD in the positive and
negative case splits into the m = 0 and m = 24 X‐PSD in the all positive case. Similarly, the m = 12 X‐PSD
in the all positive case corresponds to the sum of the m = 12 and m = ‐12 X‐PSD in the positive and
negative case. Comparing the results in Figures 4a and 4) and considering the nature of ULF pulsations,
the wave power is not expected to be higher at higher modes than at lower modes, especially during the
period of high solar wind dynamic pressure (e.g., 28 May) when the pulsations are at large scales.
Therefore, the power versus mode number distribution during the first day in Figure 4b by assuming all
positive modes seems unrealistic, while the distribution becomes more realistic when allowing for both
positive and negative modes, as shown in Figure 4a. However, this reasoning cannot be applied to the
second day, when the power is almost evenly distributed over all modes. Here we define the X‐Phase range
to be [‐180°, 180°] to allow for both positive and negative modes for both days but leaving the detailed
work of reducing the 2nπ ambiguity during the second day (high AE period) in section 5.

To further investigate the mode distribution of ULF waves, we calculate the integrated wave power for zero
(m=0), low (1≤ ∣m ∣ ≤ 3), high (4≤ ∣m ∣ ≤ 12), and all (∣m ∣ ≤ 12 includingm= 0) mode numbers and plot
the results in Figure 5a. We see that the power in all mode numbers (black curve) is generally correlated with
solar wind dynamic pressure, Pdyn, during high Pdyn times and the AE index during high AE times (plotted

Figure 5. Mode number distribution based on the cross‐wavelet transform analysis of the GOES 13 and 12 pair: (a) Integrated wave power for low mode (1 ≤ |
m| ≤ 3, blue curve), high mode (∣m ∣ ≥ 4 up to 12, red curve), zero mode (m = 0, blue dotted curve), and all mode numbers (∣m ∣ ≤ 12 including m = 0, black
curve). (b) Fraction of the power embedded in each mode number from ‐12 to 12. (c) Solar wind dynamic pressure Pdyn and AE index. and (d) SYM/H index.
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in Figure 5c), and is higher during the active AE period. Note there is an interesting outlier during the Pdyn
peak at 9 UT of 28 May, which will be discussed later. Again, panel (a) shows that the power at low mode
(blue curve) is generally dominant over the high mode (red curve) during 28 May, the high Pdyn period. It
is interesting to note that the high‐mode power (red curve) becomes comparable to or even higher than
the low‐mode power during 3–8 UT on 28 May when the two GOES satellites are near midnight (see the
MLT labels for both satellites in the x axis below UT). The power in higher mode numbers also shows a tem-
porary increase during 13‐15UT when the AE level is elevated during the high Pdyn day (28 May). Then dur-
ing the high AE and low Pdyn period (29 May 0‐17UT), the power at high mode stays comparable or even
higher than low mode. We also calculated the fraction of total power embedded in each mode number
and plot its variation in Figure 5b. For the high Pdyn period during 28 May, we see that the mode numbers
at m = 1 (solid black curve) and m = − 1 (dashed black curve) generally dominate over other modes. One
interesting feature we find is that the sign of m starts as generally negative from 5.5UT of 28 May and then
changes to positive at 15.5 UT or 10.5 hr MLT (if using the MLT of the trailing satellite of the pair, GOES 13).

Subsequently, we investigate whether the change of sign in m, as marked by a red arrow in Figure 5b, is a
temporal or spatial effect. First, based on the solar wind conditions during the high Pdyn period of 28 May,
we cannot identify any temporal variations of the solar wind drivers that correspond to the pattern and
change of the mode number, which indicates that this sign change might not be temporal. To illustrate
the spatial dependence, we convert the temporal variation of the mode fraction in Figure 5b to a polar plot
in Figure 6a to display theMLT distribution of mode fraction during the high solar wind Pdyn period (the day
of 28 May). The color and line styles are of the same format as of Figure 5b, and the MLT of the trailing satel-
lite, GOES 13, is used for the plot. There is a clear change of sign inm at around 10.5 hr MLT as denoted by
the thick arrows in Figure 6a. To further investigate if the sign change is spatial, we performed the same
XWT analysis for another two pairs of GOES satellites and plot the resolved spatial distributions of the mode
fraction in Figures 6b and 6c for the same high Pdyn period. According to the satellite locations in Figure 2,
the GOES 15 and 13 pair passes through the same MLT region an hour later than the GOES 13 and 12 pair,
with GOES 14 and 15 pair delayed for one more hour. However, Figure 6 shows that the three satellite pairs
observe a sign change in the mode number at around the same MLT region (9.5‐10.5h MLT), which suggests
that the change of sign is a spatial effect. As discussed earlier, the sign of mode number indicates the propaga-
tion direction of the wave:m > 0 corresponds to east propagating waves as denoted by the curved arrows in
Figure 6, and m < 0 means west‐propagating waves. The change of the wave propagation direction slightly
before noon is consistent with the picture of compressional ULFwaves driven by solar wind dynamic pressure
variations (e.g., Hughes, 1994; Olson &Rostoker, 1978). The high‐pressure solar wind buffets the Earth's mag-
netosphere near noon and generates ULF waves propagating around the Earth in antisunward directions.

Figure 6 also shows that the MLT distributions of the mode fraction are not identical among all the pairs for
the same period. This is due to the fact that the three pairs are located at different MLT sectors at the same
time. The MLT coverage from the three pairs can be used to infer the local time extent of the resolved mode
structure. For example, based on the x‐axis in Figure 5, we see that at ~20UT on 28 May the GOES 13 and 12
pair is located at 15‐16 hrMLT (considering that the two satellites are separated by 1 hr inMLT). At the same
time, the GOES 15 and 13 pair is at 14‐15 hr MLT and the GOES 14 and 15 pair is at 13‐14 hr MLT. Figure 6
shows that all three pairs observe a dominantmode atm= 1 over all coveredMLT regions (13‐16 hr), suggest-
ing that the low‐mode structure covers at least 3 hr in MLT near the dayside. In contrast, at 9 UT of 28 May
when the GOES 13 and 12 pair is located at 04‐05 hrMLT (based on Figure 5) and the GOES 15 and 13 pair is
at 03‐04 hr MLT, Figures 6a and 6b show that both pairs observe dominant low‐mode structure atm = − 1.
However, the GOES 14 and 15 pair located at 02‐03h MLT concurrently finds the wave power to be evenly
distributed among all modes (up to ±12). Therefore, at this time the low‐mode waves are only limited to
MLT regions away from the midnight (>3 hr MLT), which suggests that the low‐mode ULF wave structure
may not be as global as previously assumed in DLL quantification. This also explains the outlier in Figure 5
a. Even though the solar wind Pdyn shows a peak at 9 UT of 28 May, the total power, which is dominated
by lowmodes, does not show an increase since the GOES 13 and 12 pair is located nearmidnight at that time.

The analyses above are for the high solar wind Pdyn period. To analyze the high‐AE period (29 May 0‐17UT),
themode fraction results in Figure 5b shows that the power spreads over all mode numbers from low to high.
Similar polar plots illustrating the MLT distribution of the mode structure during the high AE period are
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included in Figure 7. Again, panel (a) corresponds to the same GOES 13 and 12 pair as in Figure 5, while
panels (b) and (c) correspond to the other two pairs, GOES 15 and 13 and GOES 14 and 15, which follow
the GOES 13 and 12 pair in MLT. The grey sectors in panels (b) and (c) are due to data gaps in the GOES
15 magnetometer data during this period. Figure 7 shows that the evenly distributed power across all
modes is consistently observed by all three pairs, which further confirms the resolved mode structure.
Furthermore, the results from three pairs show that the MLT coverage of the evenly distributed mode

Figure 6. Magnetic local time (MLT) distribution of the power fractions at different mode numbers from the pairs of (a)
GOES13 and 12, (b) GOES15 and 13, and (c) GOES14 and 15 during the day of high solar wind dynamic pressure (28May).
The wave propagation direction (or sign of m) is denoted by the red arrows.
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structure appears to be more global than generally assumed for high AE periods. Significant contribution
from high modes is not limited to regions close to the midnight, and it can also cover the MLT regions all
the way over to the dayside.

5. Reducing the 2nπ Ambiguities in Mode Number Estimation

In section 3 we discussed the 2nπ ambiguity in the resolved X‐phase since the XWT method can only calcu-
late the trigonometric values of the phase differences. The 2nπ ambiguity not only affects the sign of the

Figure 7. (a–c) The same format as Figure 6 but for the period of high auroral electrojet (AE; 29 May 0‐17UT). The grey
sectors in (b) and (c) are due to gaps in the GOES 15 magnetometer data.
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mode number but also leads to uncertainties in the calculated X‐phase or mode number, since we do not
know how many full wave periods are included in between the two measurement points. For low‐mode
structure during high solar wind Pdyn period, we have already demonstrated in Figure 4 that allowing for
both positive and negative modes can lead to more realistic mode structure. To further reduce the 2nπ
ambiguity in the resolved X‐Phase, especially for the high AE period, here we perform a cross‐pair
analysis to compare and reconcile the mode number results from two pairs of signals that
overlap azimuthally.

Specifically, the two overlapping pairs of GOES 13 and 12 and GOES 15 and 12 are used in this analysis. As
shown in Figure 2, both pairs cover the MLT region between GOES 13 and 12, with the GOES 13 and 12 pair
separated by 1 hr in MLT and the GOES 15 and 12 pair separated by 2 hr in MLT. For the pair of GOES 13
and 12, Figures 8a1 and 8b1 show the PSDs measured by GOES 13 and 12, respectively, and Figures 8c1 and
8d1 illustrate the resolved X‐PSD and X‐Phase using the XWT analysis. Figures 8a2–8d2 show the same
results for the GOES 15 and 12 pair. The time period from 17UT of 28 May to 7UT of 29 May is selected
for this analysis since it includes a high Pdyn‐low AE interval (17 to 22UT of 28 May) followed by a low
Pdyn‐high AE interval (22UT of 28 May to 7UT of 29 May) as shown in Figure 9c. The similarity of X‐PSD
between the two pairs, as shown in panels (c1) and (c2) of Figure 8, demonstrates that the two pairs are likely
measuring the same ULF pulsations during that time. Based on the X‐PSD and X‐Phase values, panels (e1)
and (e2) show the integrated wave power at different mode number ranges for the two pairs. Since the azi-
muthal separation between the GOES 13 and 12 pair is ~15° and the X‐Phase is defined to be in the range of
[‐180°, 180°], the resolved m range is [‐12, 12] in panel (e1), with different colors and line styles showing
power in different mode ranges, as indicated in the legend on the right side of the figure. Similarly, since
the azimuthal separation between the GOES 15 and 12 pair is about 30°, the resolved m range is only [‐6,
6] in panel (e2). Even though the GOES 15 and 12 pair cannot cover as high m values as the GOES 13 and

Figure 8. (a1‐b1) Power spectral densities (PSD) vs. frequency and time measured by GOES 13 and 12, respectively; (c1‐d1) Calculated cross power spectral density
(X‐PSD) and cross phase difference (X‐Phase) for the pair of GOES 13 and 12 using cross‐wavelet transform analysis. (e1) Integrated wave power at different mode
number ranges plotted in different colors specified in the right legend. (f1) The same as (e1) but after the cross‐pair analysis to reduce the 2nπ ambiguity. (a2‐f2) The
same format as (a1‐f1) but for the GOES 15 and 12 pair.
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12 pair, the mode results in the overlapping m range between the two pairs should be generally consistent.
This is true for the high solar wind Pdyn interval (17‐22UT of 28 May), showing dominant integrated wave
power at low modes summed over m = 1 to 3 (blue curve), which is consistent between two pairs.
However, for the subsequent high AE interval, at many times the mode distributions become inconsistent
between the two pairs, especially at high‐mode numbers (the green curves). For example, at 5UT of 29
May, the GOES 15 and 12 pair in panel (e2) shows a high power in the m range of 4 ≤ |m| ≤ 6 (solid and
dashed green curves), while the GOES 13 and 12 pair in panel (e1) shows a peak of power in the m range
of [‐12, ‐10] (dashed magenta curve). To further illustrate the different results from the two pairs, in
Figure 9a we plot the difference in the resolved m number (Δm) between the two pairs at each time and
frequency. Green means good agreement between two pairs, while red and blue indicate large
disagreement. Consistent with the results of Figures 8e1 and 8e2, we see persistent good agreement
between two pairs during the high Pdyn interval over all frequencies, but large disagreement up to |Δm|
~18 appears frequently during the high AE interval.

The mismatch between the two pairs during the high AE interval could be due to the 2nπ ambiguity in the
resolved X‐Phase. In the XWT analysis, the X‐Phase range is defined to be [‐180°, 180°], which is sufficient to
resolve the low‐mode structures given the ~15° azimuthal separation between the GOES 13 and 12 pair and
even the ~30° separation between the GOES 15 and 12 pair. This explains why during the high Pdyn interval
when the low modes are dominant, the two pairs show consistent mode distributions from XWT analysis.
However, the [‐180°, 180°] range may not be sufficient to cover the high‐mode numbers during the high
AE interval. Yet due to the 2nπ ambiguity in the XWT analysis, the X‐Phase cannot be uniquely determined.
Here we reduce the ambiguity in the phase difference and thus the mode number by comparing and recon-
ciling the mode numbers between the two overlapping pairs. Specifically, for each pair and at each time and

Figure 9. (a and b) The difference in the resolved mode number between two pairs of GOES 13 and 12 and GOES 15 and 12 before and after the cross‐pair analysis.
(c) Solar wind dynamic pressure Pdyn and AE index for the interval.
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frequency (e.g., Figure 8d1), we allow the phase difference to be three possible values, X‐Phase−360°, X‐
Phase, and X‐Phase+360°, where X‐Phase is the phase difference directly from the XWT analysis in the
range of [‐180°, 180°]. Correspondingly, three possible values of mode number m1 are calculated using
equation (1) for pair 1 (GOES 13 and 12) at each frequency‐time bin, and the same for m2 of pair 2
(GOES 15 and 12). Then for each time and frequency, we cross compare the possible mode values from
each pair to find the m1 from pair 1 that is the closest to the m2 from pair 2, that is,
|Δm| = ∣ m1 − m2∣reaching a minimum. As a result, the mode numbers, m1 and m2, that produce the
minimum difference are used as the final and more realistic mode numbers for the two pairs.

After performing this cross‐pair analysis, Figure 9b shows the new results of the mode number difference
Δm between two pairs. We see that the mode difference is mostly within the range of |Δm| < 6 (green or yel-
low colors), illustrating a significant improvement over Figure 9a before the analysis. A new comparison of
the integrated wave power at different mode ranges is also shown in Figures 8f1 and 8f2 after the cross‐pair
analysis. First, we see that with the new analysis, both pairs can resolve waves at higher mode numbers (e.g.,
the new red curves with |m|≥ 13), the power of which comes from the waves previously at lower mode num-
bers before applying the cross‐pair analysis. For example, for the GOES 15 and 12 pair we find that from
Figures 8e2 before the cross‐pair analysis to 8(f2) after the new analysis, the power in the range of 4 ≤ |
m| ≤ 6 (solid and dashed green curves) generally decreases, which is actually converted to the power at |
m| ≥ 13 (red curves). More importantly, by comparing the new power distributions after the cross‐pair ana-
lysis between the two pairs (Figures 8), we find that the distributions of wave power at different mode num-
ber ranges (different colors) reach a better agreement between the two pairs. Furthermore, we compare the
histograms of the mode number before and after the cross‐pair analysis for each pair in Figure 10. The mode
numbers resolved at all the times and frequencies during the entire period of Figure 9 are included in the
histogram analysis. X axes are the mode number m values, and the y axes show the counts of the time‐
frequency bins possessing the corresponding m values. Panel (a1) of Figure 10 is for the GOES 13 and 12

Figure 10. Histograms of the mode numbers at different times and frequencies during the same period as Figure 9. (a1 and b1) Before and after the cross‐pair ana-
lysis respectively for the GOES 13 and 12 pair. (a2 and b2) Before and after the analysis for the GOES 15 and 12 pair.
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pair before the cross‐pair analysis, and panel (a2) is after, similar for panels (a2) and (b2), which are before
and after the analysis for the GOES 15 and 12 pair. Again, before the cross‐pair analysis, the resolved mode
numbers for the GOES 13 and 12 pair is confined in the range of [‐12, 12] (panel (a1)) and for the GOES 15
and 12 pair is in the range of [‐6, 6] (panel (a2)). Both distributions show sharp cuts at the maximum and
minimum mode numbers that can be resolved by the XWT analysis. The distributions are also inconsistent
between the two pairs before performing the cross‐pair analysis. However, after the cross‐pair analysis, in
panels (b1) and (b2), we find that the mode numbers can reach higher (±24 for GOES 13 and 12 pair and
±18 for GOES 15 and 12 pair) values and histograms show a more gradual drop as |m| increases, which is
consistent with the physical nature of ULF pulsations. In addition, the histograms after the analysis show
a better agreement between the two pairs (panels (b1) versus (b2)). Therefore, the improved agreement of
mode number distributions between the two pairs (Figures 8–10) and the more realistic distributions of
mode number (the histograms) demonstrate that the cross‐pair analysis is efficient in reducing the 2nπ
ambiguity in the phase difference and generating more reliable mode numbers during the high AE interval
when the contribution from high‐mode numbers is significant.

6. Discussion and Conclusions

To understand and quantify the radial diffusion process in Earth's radiation belts, a reliable estimation of the
azimuthal mode structure of ULF waves is required. In this paper, we quantify the azimuthal mode numbers
of the compressional Pc5 ULF waves based on multiple pairs of GOES satellite observations. The 28‐31 May
2010 geomagnetic storm is selected for the study since we have five GOES satellites available during this
time, which provide a wide range of local time coverage at the same time. In addition, the storm includes
distinct intervals with either high solar wind dynamic pressure (Pdyn)‐low AE activity or low Pdyn‐high
AE, which may correlate with different ULF wave structures. A cross‐spectral technique, XWT, is applied
to each pair, and by combining the results from multiple pairs, temporal and spatial variations of the ULF
wavemode structure during the storm are resolved. The work also makes improvements over many previous
works (e.g., Li et al., 2016; Sarris, 2014; Sarris et al., 2013; Sarris & Li, 2017) by including both positive and
negative mode numbers in the analysis (i.e., waves propagating in both eastward and westward directions)
and by reducing the 2nπ ambiguity in the cross‐spectral analysis, both of which contribute to more reliable
mode number estimations. The specific results and conclusions are summarized below.

During the storm commencement, when the solar wind Pdyn is high while AE is low, the XWT results
show that the ULF wave power is mostly dominated by low‐mode numbers (m = 1 or −1), which is con-
sistent with previous studies (e g., Sarris & Li, 2017; Tu et al., 2012). Our results suggest that these low‐
mode ULF waves are probably driven by large‐scale solar wind dynamic pressure variations on the day-
side (e.g., Hughes, 1994; Olson & Rostoker, 1978), based on the strong correlation between the appear-
ance of the low‐mode wave structure and the enhanced solar wind Pdyn in Figure 5. Another possible
driver of low‐mode ULF wave is Kelvin‐Helmholtz instability as a result of high‐speed solar wind (e.g.,
Mann et al., 1999). However, the solar wind conditions in Figure 1 show that the solar wind speed
remains elevated when the Pdyn drops, thus not well correlated with the low‐mode wave structure in
Figure 5. This indicates that Kelvin‐Helmholtz instability is less likely to be the main driver for the
low‐mode ULF waves during this event. Furthermore, we find that if only positive mode numbers are
allowed, similar to some previous studies (e g. Li et al., 2016; Sarris, 2014; Sarris et al., 2013), the mode
structure becomes unrealistic during the high Pdyn interval, which suggests that allowing for both positive
and negative mode numbers is critical in the analysis. Accurately resolving the sign of mode number is
important to precisely quantify the radial diffusion coefficient, DLL. During the high Pdyn period, an inter-
esting change of sign in mode number, m, occurs in the slightly prenoon region (around 9.5‐10.5 hr
MLT). After comparing the MLT distributions of the mode structure from multiple pairs of GOES satel-
lites, we have confirmed that this sign change of m is spatial rather than temporal, with eastward propa-
gation in the noon to dusk sector and westward propagation in the noon to dawn sector. This is consistent
with compressional ULF waves externally driven by high‐pressure solar wind buffeting around noon,
creating antisunward propagation of waves on both sides (e.g., Hughes, 1994; Olson & Rostoker, 1978).
Furthermore, using the wide MLT coverage of the multiple pairs of GOES satellites at the same time,
we find that the low‐mode ULF waves may not be as global as previously assumed, limited to regions
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away from midnight. This limited local time extent of the low‐mode structure needs to be properly con-
sidered in the calculation of DLL for energetic particles.

In contrast, during the stormmain phase and early recovery phase when the solar wind Pdyn is low and AE is
high, the XWT results show that the wave power spreads almost evenly over all different mode numbers
from low to high. The strong correlation between the appearance of the high‐mode ULF waves and high
AE in Figure 5 suggests that these waves may be driven by small‐scale substorm injections from the night-
side (e.g., James et al., 2013; Yeoman et al., 2010). By investigating the MLT‐distribution of the mode struc-
ture during the high AE period from multiple pairs of GOES satellites, we find that the evenly distributed
mode structure or the significant contribution from high modes is not limited to localized regions close to
midnight, as generally assumed, and can spread all the way to the MLT regions on the dayside. Possible
mechanisms for high‐mode ULF waves near the dayside region include a wave‐particle source mechanism
involving drift‐mirror instabilities (e.g., Walker et al., 1982; Yeoman et al., 1992) and a dispersive waveguide
model with the high‐m waves propagating both sunward and antisunward from the sources at flank regions
(Fenrich et al., 1995). More detailed wave and particle analysis is needed in the future to resolve the driving
mechanism during this event. This more global local time coverage of the evenly distributed mode structure
up to high modes also needs to be considered realistically in DLL calculations.

Furthermore, to reduce the 2nπ ambiguity in the resolved phase difference from the XWT analysis, a cross‐
pair analysis is performed on satellite fieldmeasurements here for the first time over two pairs of GOES satel-
lites that overlap azimuthally. First, the XWT results from the two pairs suggest that a cross‐pair analysis is
necessary for the high AE intervals when the resolved mode numbers can be largely inconsistent. Then after
comparing and reconciling the mode number results from the two pairs using the cross‐pair analysis, the
mode structures from the two pairs show a significantly improved agreement. These results demonstrate
that the analysis is efficient in reducing the 2nπ ambiguity and generating reliable mode structure during
the high AE interval when the mode numbers can be high. In section 5 the cross‐pair analysis has only been
applied as a proof of concept to the selected interval of the event. If applying to the entire event, we would
expect that the low‐mode‐dominated results in Figures 5 and 6 during high Pdyn (and low AE) times remain
mostly unchanged, while the detailed mode fraction results during high AE times in Figures 5 and 7 show
changes similar to the high AE interval analyzed in section 5. Applying this cross‐pair analysis to the entire
event interval will be an important part of our future work. Additionally, in the cross‐pair analysis, we only
added one full phase period to both directions of the phase difference (i.e., ±2π) since our results show that
this is sufficient to reach a good agreement between the pairs and to achieve accurate distributions of the
mode numbers (e.g., the histograms in Figures 10b1 and 10b2). This could be due to the fact that the contri-
bution of even higher mode numbers (m≥ 25 in the histograms) is insignificant for this period. Even though
a better agreement is reached, the mode structures are still not identical between the pairs. To further
improve the results, the cross‐pair analysis needs to be applied to more overlapping pairs (e.g., three pairs
with small azimuthal separation rather than two) to cross‐compare and reconcile the resolved
mode structures.

Similar cross‐pair analysis has been performed on ground‐based ULFwavemeasurements in previous works
(e.g., Baker et al., 2003; Chisham & Mann, 1999), but there are differences between our approaches. For
instance, Chisham and Mann (1999) used three ground magnetometer pairs two of which are not overlap-
ping, while here we only use the overlapping pairs (GOES13‐12 and GOES 15‐12) to better ensure they
are measuring the same ULF wave. Additionally, in Chisham and Mann (1999) the sign of m is resolved
by analyzing the arrival time of the waveform, while in our approach we let the sign ofm be part of the com-
parison and choosemwith theminimum difference between two pairs. Last but not least, our cross‐pair ana-
lysis is performed on ULF waves measured in space while the analysis in Chisham and Mann (1999) is
performed on ground magnetometers, which makes estimating m>50 nominally impossible due to the
ionospheric screening.

The analysis presented in this work needs also to be applied to more case studies with different drivers of
solar wind and geomagnetic conditions. In addition to multiple GOES satellites, the analysis can also be con-
ducted for other space missions including National Aeronautics and Space Administration (NASA) Van
Allen Probes, THEMIS (Time History of Events and Macroscale Interactions during Substorms), and
MMS (Magnetospheric Multiscale) missions to resolve the mode structure at a wide range of L shells and
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local times. With the electric field measurements from these other missions, similar analysis from this paper
can be applied to study the mode structure of poloidal and toroidal ULF waves. In addition, the MMS mis-
sion is best suited due to the close separation between the satellites (as small as tens of kilometers), making it
possible to resolve very high‐mode numbers (order of hundreds; e.g., Le et al., 2017; Murphy et al., 2018).
With a good database of the ULF mode numbers at different solar wind and geomagnetic conditions, we
can construct statistical maps of mode structures under different driving conditions, which will be directly
useful in quantifying the radial diffusion process in Earth's inner magnetosphere and in resolving its contri-
bution to the overall dynamics of energetic particles.
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Erratum

In the originally published version of this article, the table headers appearing the first row of Figure 2b were 
missing. The error has since been corrected and this version may be considered the authoritative version of 
record. The update to the figure appears only in the electronic version of the article, not in the PDF.
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